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Executive summary

This document provides information about how to set up the Dell DR Series as a backup to disk target for
IBM Tivoli Storage Manager.

For additional information, see the DR Series system documentation and other data management
application best practices whitepapers for your specific DR Series system at:

http://www.dell.com/powervaultmanuals

NOTE: The DR Series/Tivoli Storage Manager screen shots used for this document may vary slightly,
depending on the versions of the DR Series/Tivoli Storage Manager Software you are using.
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Installing and configuring the DR Series system

1. Rack and cable the DR Series system, and power it on.
In the Dell DR Series Systern Administrator Guide, refer to the sections "IDRAC Connection”,
"Logging in and Initializing the DR Series System”, and “Accessing IDRAC6/Idrac7 Using RACADM"
for information about using the iDRAC connection and initializing the appliance.

2. Log on to iDRAC using the default address 192.168.0.120 or the IP address that is assigned to the
iDRAC interface with the user name and password: root/calvin. Launch the virtual console.

Froparties

System Summary

System Summary ® C 7

erver Health

CECEEOE

3. After the virtual console is open, log on to the system as the user administrator with the password
StOr@ge! (The "0" in the password is the numeral zero).

.......
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5. View the summary of preferences and confirm that it is correct.

Set Static IP Address

IP Address 18.18.86.1688

Hetwork Hask

Default Gateway 18.18.86.126

DNS Suffix idmdemo . local

Primary D 16.18.86.181

DR488H-5

6. Logon to the DR Series system administrator console using the IP address you just provided for
the DR Series system with the username: administrator and password: StOr@ge! (The "0" in the

password is the numeral zero.).

(¢ | R RR Enter User Defined IF Address

& snage B =

DRA000
ml- DR4000-DKCVES1

Login

Plaase enter your panswerd:

Lag in

Note: if you do not want to add the DR Series system to Active Directory, see the DR Series System
Owner’s Manualfor guest logon instructions.

7. Join the DR Series system into the Active Directory domain.

a. Select System Configuration > Active Directory from the left navigation area of the DR Series

system GUI.
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ml_ DR4000 administrator (Log out) | Help

49, ocarmaloca\ Dashboard
‘Global View

Dashboard )

Alerts [ System State: optimal || HW State: ootimal |l Number of Alerts: 0 Number of Events: 1
Events

Health

Usage Capacity Storage Savings Throughput

Container Statistics

Replication Statistics Physical
Storage

Containers
Replication

Encryption

Clients

Schedules

System Configuration
Support

o
=

0%| : .

M Total
Current Savings =

System Information

Product Name: DR4000 Total Number of Files in All Containers: 1006 (?
System Name: Swsys-49 Number of Containers: 2
Software Version: 3.2.0194.0 Number of Containers Replicated: 1}
Current Date/Time: Fri Apr 24 04:50:15 2015 Active Bytes: A5GB (7
Current Time Zone: UsiCentral Advanced Data Protection: Idle
Cleaner Status Pending Encryption Status Pending
Total Savings: 47.96 %

Copyright @ 2011 - 2015 Dell Inc. All rights reserved

b. Enter your Active Directory credentials.

D&AL DRretoo amimistator (Lo
Active Directory o

B Global View
B Dashboard
Alerts Settings

The Active Directory settings have not been configured. Click on the ‘Join’ link to configure them.

Container Stafistics CIFS Share
Replication Statistics
Storage

Schedules

Active Directory Configuration

Note: By joining the you will lose the current URL and session connectivity to the

System Configuration system. The browser will rﬂ-d\recltu a new URL and you will need to log back into the system again.

Networking =tz are raquirsd
-Active Directory Domain Name (FQDN)* ||
Local Workgroup Users Username®:[

Email Alerts Password®

Admin Contact Info

Password Org Uni

Email Relay Host

Date and Time Cancel Join Domain

E¥ - Support

Copyright ® 2011 - 2015 Dell Inc. All ights reserved

8. Create and mount the container by selecting Containers in the left navigation area and then
clicking Create at the top of the page.
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administrator (Log out) | Help

Containers
B Giobal View
Dashboard

= Storage Number of Containers: 3 Container Path: fcontainers
;-Containers Containers. Files Marker Type Access Protocol Enabled Replication Select
Replication
P ¢ backup 19 Auta NFS, CIFS Not Configured
S
Clients test! 0 None CIFs Not Configured
Schedules tsmsmall 31 Auto VTLISCSI Not Configured

System Configuration
Support

Copyright @ 2011 - 2015 Dell Inc. Allrights reserved

9. Enter a Container Name, and click Next.

Container Wizard - Create New Container

. " = required fiekds
Container Name

w
[

Max 32 characters, including only e
underscore. Name must start with a

Container Name™ lM','_container_bacl-;up I

numbers, hyphen,
T.

Cancel Next >

10. Select the storage access protocol you want to use, and then click Next.
Container Wizard - Create New Container

* = required fields
Select Access Protocols

o3 Container Name and Type

Storage Access Protocol™: Dell Rapid Data Storage (RDS)
My_container_backup

Symantec OpensStorage (OST)

(EDnas (NFs, CIFs)

< Back Cancel Next >
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11. Select to Enable Access Protocols (NFS or CIFS) as appropriate and select the Marker type as

Networker. Click Next.

Container Wizard - Create New Container
Configure NAS Access

Enable Access Protocols : NFS (Use NFS to backup UNLX or LINUX clients)

CIFS (Use CIFS to backup MS Windows clients)

Marker Type™: None
[o I
Networker
Unix Dump
BridgeHead

Time Navigator

* = required fiekls

Container Name and Type
My_container_backup

Access Protocols
NAS (NFS, CIFS)

< Back Cancel Next >

12. For NFS, select the preferred client access credentials, and click Next.

i Container Wizard - Create New Container

Configure NFS Access

NFS Cptions ™ 0 Read Write Access ) insecure

Read Only Access

Map rootto: |-select- v

Client Access : o Cpen (allow all clients)

Create Client Access List

Client FQDM or IP : Add

allow access client(s) « ||_Remove

* = required fields

Container Name and Type
My_container_backup

Access Protocols
NAS (NFS, CIFS)
Auto

< Back Cancel Next >

15. For CIFS, select the preferred client access credentials, and click Next.

Container Wizard - Create New Container
Configure CIFS Client Access

ClientAccess:  [®] open (allow all clients)

Create Client Access List
Client FQDN orIP : Add

allow access clientis) + ||_Remove

* = required fiekds

Container Name and Type
My_container_backup

Access Protocols
MNAS (NFS, CIFS)
Auto

NFS Access
Read Write Access
secure

Open (allow all clients)

< Back Cancel Next >
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16. Check the configuration summary, and click Create a New Container.

Container Wizard - Create New Container

_ " = required fields
Configuration Summary
Container Name and Type NFS Access
Container Name: My _ Access Option:
Access Protocols Ionsecureli Ho I client
en (allow all clients)
Access Protocol: ! P g
Marker Type: CIFS Access
Cpen (allow all clients)
< Back Cancel Create a New Container

17. Confirm that the container is successfully added on the Containers page.

DR4000 administrator (Log out) | Help

Containers Create |

B Global View
B Dashboard
Alerts | Message
Events « Successfully added container "My_container_backup".
Health () * Successfully added NFS connection for container "My_container_backup".
Usage u + Successfully added CIFS connection for container "My_container_backup".
Container Statistics + Successfully enabled container "My_container_backup" with the following marker(s) "Auta”.
Replication Statistics
Storage Number of Containers: 2 Container Path: jcontainers
FEETTET Containers Files. Marker Type  Access Protocol Enabled Replication Select
Replication
backup 0 Auto NFS, CIFS Not Configured
Encryption
Clients | My_container_backup 0 Auto NFS, CIFS Not Configured 1

Schedules
‘System Configuration
Support

Copyright ® 2011 - 2015 Dell Inc. All ights reserved
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2 Configuring IBM Tivoli Storage Manager

These instructions walk you through a basic configuration for connecting a DR Series system appliance
with the Windows version of Tivoli Storage Manager (v6.3).

1. Open the IBM Tivoli Storage Manger Administration Center.
2. Click Storage Devices > View Storage Classes.

==

ne tsmadmin

Storage Devices x“ + |

© Welcome
© My Startup Pages

Servers

Select a server and pick an option from the Select Action menu to work with its
servers that were added to the console,

Users and Groups

Settings
[=] Tivoli Storage Manager Wiew Storage Pools... |-
EaANES m— T
© Getting Started @ Wiew Device Classes.. .
= Manage Servers Select ~ Server Name ~7 { Wiew Collocation Groups... o
= Health Monitor - = q |
. B wiew MAS File Servers.,,
ol 4
rm Storage Devices | R310-S¥S-121_TSMSRY | Refresh Tahle
T Client Modes and Eackup Sets Expire Inventary...
 Policy Dornains Shred Data...
© server Maintsnance
= Reporting Identify Duplicates... |
© Disastsr Recovery Managsment Wiew Volume History...
= FastBack Servers view Operator Requests. .. ;
[ | ibraries for All Servars Back Up Device Configuration...

3. Click Create Device Class.

Storage Devices x H Manage Servers | + |

Device Classes for R310-5Y5-121_TSMSRV

Servers » Device Classes

& device class is used to associate media volumes in a storage pool with 3 compatible storage device, 4 device
each storage pool can use only one device class.

=] --- Select Action ---¥ | (~[Filter )

Create a Device Class...

Select ": Name “: Storage Pool int Limit ":

Modify Device Class...
By
DISK

o Delete Device Class

add a Storage Device. ..

--- Table Actions --- 4

Total: 1 Filtered: 1
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4. Select the FILE device type and click Next. (This device type is optimized for writing to disk based
storage.)

N N 3892 (uses IBM 3502 tape cartridges)
Sty D +
J sy sEoess \.I_l; 4MM {uses 4-mm tape cartridges)

MM (uses B-mm tape cartridges)
CEMTERA {uses EMC Centera)

DLT (uses Digital linear tape cartridges)
DTF (uses Digital tape farmat cartridges)

Create a Device Class

= Select Device Type

N pe upported by
LTO {uses Linear Tape-Open Ultrium cartridges)
MNAS (uses tape cartridges in drives attached to a NAS file server)
OPTICAL {uses rewritable optical cartridges)

QIC {uses quarter-inch tape cartridges)

REMOWABLEFILE (uses removable media, such as CD-RW)

SERVER (uses wirtual volumes to store data on another server)
YOLSAFE (uses StorageTek write-once-read-many tape cartridges)
WORM (use_s WritE*UﬂCE*rEad*Eﬂy optical cartridges) -

[-- Select a Device Type —— j

I'=torage Manager server,

< Back Mext = | Finish | Cancel

5. Enter the appropriate information under General Information and click Next.

Create a Device Class §
3 General Information
« Select Device Type

A file device represents a series of files in a directory, which are treated as sequential access volumes. Enter
name for the device class and the directory location where this device class will store client node data.

#
FR4><UU I
*path to store files (senarate multinle directory names with commas, and no intervening snaces
—  ——
sswsys-70WMy_container_backup

I sllow other servers and storage agents to share access to volumes in the specified directories

. General Infarmatian

Consider adding a minimum of two mount points for every storage pool, server, or storage agent that will use this devic
class,

Maount limit
5

Mazximum file size
GB >

< Back | MNext = I Finish I Cancel |

o Name: Enter a descriptive name for the device class.

e Path: Add the UNC path to the DR container for CIFS and the mount point of DR Series
appliance export for NFS.

e Mount Limit: Set the limit. The DR Series system supports up to 32 concurrent CIFS
connections. The optimal number of connections is five.

e Maximum File Size: Set the maximum. The DR Series system supports very large files such as
1TB. The recommended file sizes for TSM are between 1GB and 50GB to allow for fast space
reclamation and replication of files to remote sites.

NOTES: The service account for Tivoli Storage Manager needs to have the correct permission to the DR
Series system CIFS share for this step to complete successfully. Before providing the information, see
Appendix A for information about setting up the TSM service account correctly.
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6. Click Next and then click Finish.

Create a Device Class

Summary
« Select Device Type

« General Information These storage objects have been successfully defined.

2 Summary
By Device class DR4X00-Device has been created.

< Bach | Iiext = | Finish Cancel |

7. Click Storage Devices > View Storage Pools.

= Storage Devices - H Manage Servers

© Wielcome Servers
© My Startup Pages

Select a server and pick an option from the Select Action menu to wark with it
Users and Groups to the console.

Settings

=) Tivoli Storage Manager
= Getting Started _
© Mansge Servers Select ~ Server Name | Yigw Device Classas...
Health Monitor 0 Wiew Collocation Groups...
|
R310-5¥5-121_TSMSRY

Yiew Storage Pools...

Wiew NAS File Servers...
Refresh Table

© Palicy Dornains (1 Expire Inventory. ..

© Server Maintenance L Shred Data, ..

© Reporting

© Disaster Recovery Managf | Id.emt\fy DUDI‘C‘?tES"'
© FastBack Serwers Wiew Volume History...

Yiew Operator Requests...

. . Back Up Device Configuration...
Libraries for All Servers

& server uses storage dewvices to stor

sddad tr the mamsals Thars ses ki

Add a Storage Device, ..

Create a Library...

8. Click Create Storage Pools.

i Alltasks u me tsmadmin
= Storage Devices - H Manage Servers - || + |
- Welcame Storage Pools for R310-SYS-|_Rsfresh Table
o My Startup Pages Create a Storage Pool...

Users and Groups Servers > Storage Pools Modify Storage Poal...
Settings Delete Storage Pool
A storage pool represents a collection

(=) Tivoli Storage Manager
d 4 cannot backup a copy storage pool off 4dd a Storage Device

© Getting Started
- MEreD Sorens Protect a NAS File Server
© Health Monitor Add Storage for NDMP Qparations
b P = il N Back Up Storage Pool...
« Storage Dewices select ~ Name ~ Device G
= = Restore Yolumes From Copy Pool...
= Client Nodes and Backup|
- Palicy Domains s B B Copy Active Data
© Server Maintenance " BACKUPPOOL P19 pestare volumes From Active-data Poal...
- EGPDT'"QR " o B B view Sequential Media. ..
© Disaster Recovery Manag .
= — DISKPOOL IS pMove Sequential Media...
%0 peclaim Storage Paal
SPACEMGPOOL DIg

Migrate Storage Pool

Identify Duplicates. ..

Create Space Trigger...
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9. Click Next.
Create a Storage Pool

Welcome

A storage pool is a collection of volumes of the same media type on wh

Creating a storage pool includes the following tasks:

® Narme the new storage pool and spedify the pool type
® Select 3 device dass
® If data vill be migrated to another storage pool, select that storage pool

< Back |I Mext > I Fimish Cancel |

10. Enter the information for General Storage Pool Settings and then click Next.
Create a Storage Pool

>l 2
General Storage Pool Settings
A storage pool represents a collection of storage volumes of the same media type. A storage volume

represents the basic unit of storage, such as a tape cartridge or allocated disk space. Storage pools are used to
designate where all managed data will be stored. After you define a storage pool, you cannot change its type.

. General
*Storage pool name
DR4X00-POOL
Storage pool description
DR4X00 Pool

Storage poal type
© random access - primary pool that uses random-access disk (DIZK device class)

@ Sequential access - uses tape, optical media, sequential-access disk (FILE device class), or the SERVER device class

N Primary =

© MAS - stores MAS file server data using NDMP

Primary ¥ B

< Back | Mext > | F\mshl Cancel |

e Storage Pool Name: Enter a descriptive name for the DR Series system pool.

e Storage Pool Description: Enter a description for the DR Series system pool.

e Storage Pool Type: Select Sequential Access as the DR Series system is integrated as a FILE
type device.

11. Enter the required information for the device class, and click Next.

Create a Storage Pool

Select a Device Class

« General A device class represents a set of similar storage devices. A device class is used to associate storage pool
valumes with a compatible storage device.
. Specify storage pool settings

*Device class name

DR4X00-DEVICE |

Scratch wolumes are used to dynamically satisfy mount requests. Consider entering the number of physical volumes
available for thiz storage pool.

.

ratch volumes

‘You can select another primary storage pool to use as 3 Mext pool. The Next pool iz used to store data migrated from the
storage pool being created, During client node operations, the Nest pool can also be used to store data if this storage
pool runs out of space, or to store files that exceed its maximum size

Next storage pool
-~ Mone -- ¥

< Back Next > | Fimish Cancel |
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o Device Class Name: Select the name of the DR Series system device class (created previously).
e Maximum Number of Scratch Volumes: Set the number of scratch volumes in the system.
(Setting the value between 100 to 200 scratch volumes is recommended.)

12. For Identifying Duplicates, accept the defaults selections, and click Next.
Create a Storage Pool -2
Identify Duplicates
« General The server can identify duplicate data within a FILE storage pool. This data is then removed during reclamation

. processing. Eliminating duplicate data increases the amount of available disk space. However, identifying duplicate
v Specify storage pool Settings gata increases the server workload, and data that has been deduplicated can take longer to restore.

Irldent\fv the duplicate data in this storage poal, I

The number of processes to identify duplicates. When calculating this number, consider the workload on the server and
the amount of data requiring deduplication.

1

< Back | Next = | Finish | Cancel |

Keep the Identify the duplicate data in the storage pool check box clear as the DR Series system
uses inline deduplication and already identifies and removes duplicate data.

13. Review the settings and click Finish.

Create a Storage Pool
Summary
# General You have y created the g storage pool:
+ Specify storage pool settings

o Summary

e DRAX00-POGL

Primary, 8
Device Class Name: DR4X00-DEVICE
Maximum Number of Scratch Yolumes: 150

tial access

Data will be deduplicated: Ho
Associated Pollcy Domains:

=

lu o
| I
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14. Click Policy Domain > View Policy Domain.

1admin

Policy Domains

Storage Devices

© wWelcome

My Startup Pages Policy Domains

The table shows the servers you have added to the console, and the po
for data management to groups of client nodes. Click a server name to

--- Select Action ---~*

i Yiew Policy Domains. ..
Ertrice FmeEEmEm: - Search far Client Node... —
Storage Devices Refresh Table
IEattiodas. and i Expire Inventory...
Shred Data...
Identify Duplicates...

Users and Groups

Settings

[=] Tivoli Storage Manager
Getting Started

]
© Manage Servers
© Health Monitor
]
]

© Reporting
« Disaster Recovery Manag
© FastBack Servers

Server Properties...

Use Cammand Line...

--- Tahle Actions --- LA
15. Click Create a Policy Domain.
R310-5YS-121_TSMSRV Policy Domains
Policy domains help you to apply consistent rules for data management
sets, client node schedules, and management classes,
--- Select Action --- 7
Select ~ Domain Name ~ Desc Create a Policy Domain...
- - Modify Policy Domain...
p Delete Policy Domain
R31017251V57 Data st Manage Pending Changes..
Export Policy Domain...
(&) STANDARL Installed [mport Palicy Domain...
fa Create a Client Node...
L8 Data st pefresh Table
--- Table actions --- 4
16. Click Next.
Create Policy Domain
‘Welcome
A policy domain applies data rules to a group of client nodes.

Creating a policy domain includes the following tasks:

# Hama the new policy domain.
Sraate o Salault management dass for the demain, $alect onm or o Storage eeoli for Sant node dat in the deman, and set backug snd
archia sattings for that data.

Sptionally sulact the diant nodes that will use the pelicy domain,

T e

17. Enter the required information and then click Next.
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Create Policy Domain

General

= General Specify the name of the policy domain. You can optionally enter a brief description of the domain.

*lame

IDR4XDD-PD|\EVDDmaW I
rgtion
DR#4x00 Policy Domain il

< Back I MNext = | leshl Cancel |

Name: Enter a descriptive name for the DR Series system policy domain.
Description: Enter a description for the DR Series policy domain.

18. Enter the required information for data and storage pool settings, and then click Next.
Create Policy Domain -1?
Data and storage pool settings

The default management class is used for all client node data that are not bound to a different management
class. Select the default management class storage pools, specify backup and archive settings, and specify if
> Data and storage pool settinds  Sctive-data pools can be used.

~ General

Select a storage pool for at least one of these data types. If you do not select storage pools for both data types, backup or
archive operations can fail,

¥ Specify default management class settings for backup data;
*starage pool for backup data
DR4X00-POOL |

Murnber of file versions to keep

l

MNurmber of days to keep inactive versions

)
=)

7 specify default management class settings for archive data:

Storage pool for archive data
DR4X00-POOL |

Specify default management class: Select the DR Series system pool that was set up previously.
Number of file versions to Keep: Specify how many versions of a file to keep.
Number of days to keep inactive versions: Specify how many days to retain data after it falls out

of policy.

Note: File versions and inactive versions are set based on company policies.

19. Select to assign policy domain to clients, and click Next.
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Create Policy Domain

Assign Client Nodes Mow?

¥ General The server manages the data and operations for a client node by using the rules of the policy domain. You can

+ Data and storage poal settings select the client nodes to assign to the new policy domain now or at another time. & client node can be assigned
to only one policy domain.

. Assign client nodes

SUTIEL Do you want to assign client nodes to this policy domain now?
® ves
© No
< Back | Mext = | Firish | Cancel |

20. Select to display the set of clients to move to the DR Series system, and click Next.
-7

Create Policy Domain

Assign Client Nodes
+ General Greate the list of client nodes to select from.
« Data and storage pool settings
2 Assign client nodes @ Vigw all client nodes,
Summary © View client nodes that match your conditions:
Name =
< Back Mext > | Finish | Cancel

Note: Choose to limit if you have a lot of client computers.

21. Select the checkbox next to the clients you want to back up to the DR Series system, and click
Next.

Create Policy Domain

> 2

Assign Clisnt Nodes

+ General Select client nodes to assign to the policy domain. A client node belongs to only one policy domain.

+ Data and storage pool settings

> Assign client nodes

‘ S St [ETene Y edant - | Filter

select A: Name A: Gurrent Policy Domain ": Type A: Platform ": Description 1]
v R310-5¥5-121 STANDARD Client = =
R310-5¥5-32 STANDARD Client = =

Page 1 of 1 1 Go| | Rows |2 3 Total: 2 Filtered: 2

Summary

< Back I Mext = | Flmshl Cancel

22. Click Finish.
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Create Policy Domain -7

Summary

 General You have successfully created a policy domain named DR4X00-POLICYDOMAIN with the default management
class STANDARD. You can assign additional client nodes to the policy domain later. You can update the policy
settings for additional options for handling backup and archive files later. You can also create additional policies
for the policy domain by defining schedules, option sets, and additional management classes.

+ Data and storage pool settings
+ Assign client nodes

. Summary
policy domain name DR4X00-PolicyDomain

Description

Default management class name STANDARD
Storage pool for backup data DR4x00-POOL
Backup versions 2

Backup retention period 30 days

Storage pool for archive data Not defined.
Client nodes

R310-3Y3-121 —
R310-5Y5-33

: o]
= pack | [mest s | [ Finish § - caneal |

23. Open the client nodes and backup sets from Tivoli Storage Manager to register the client machine.

LS SRS T N e g T »

[Tvoi | view: DTN

een 8/24/14 at 8:23 PM and 8/24/14 at 8:23 PM, Select the
specific client nodes.

rufresh action to update the table. Use the fter to find

Cllent Nodes and Backup sets | - |

Create 3 chent node by accepting the dafault settings of by entering naw information. You must enter a chent node name and a password, [~
Click OK £o create 3 node and return to Chent Nodes and Backup sets or click Add Another to create a node and save all BRtNes To 3 naw
Torm. To adit the default settings, chek the pencl icon in the upper nght-hand corver of the portiet.

Server: Policy domain:

[ R 7 5]
*Hame:

o2kt 02 |

*Password:

*Confem passwaord:
* . | [

Contact:

Wieh address

b Palicy Setings
b Secuity Sotings
b Membarships

Add the following to the

k| addanother |  Cancel |
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25. Confirm that the client node is successfully registered.

o
o v [F i

[ Tvois | View: O

_ M
| Cliant Nadas and Wackup Sats | ~
Walsame | : -
« My Startup Pages Client Nodes -t
g [[41 Chant Hodax || by Sarvan | Smaech
* Settings | L = —
*/ Reparting
= Tivell Starsgs Manager The tabls kats afl of tha chent nodes for tha sarvers that ware activa batwaan B/26/14 at 1:26 AM and 8726/14 at 1:20 AM. Salsct the
Getting Hacted rafragh action to update the table. Usa tha filter to find spacific chant nodas.
Manage Servers
FHealth Manitar
[Enterprise Maragement - Svlem Apon - - Fiter
Starnge Davicas | g e o e
Chent Modes and Backup Sets
Paficy Dumaing
Sarver Haenanc |
Reporting |
Diesstar Racavary Mansgemant il
B ack Servers

26. On a client machine, open the Backup-Archive GUI. Provide the user ID and password details that
were described previously.
TSM Lagin

= Login into a TSM server

Userid: [w2Kerz-02

Passward: I

Login I Cancel | Help |

When you have logged on, the Backup button will be enabled.

IBM Tivoli Storage Manager

SIS E3
File Edit Actions Utilities “iew Help

WElCome to [Bh Thaoli Storage Manzger. Click below to perform a task.

Backup

BEackup and Restare copies of data that are frequently updated

Backup Restore

Copies files to sener storage to Restores saved files from server
present l0ss of data. storage.

Archive

Archive and Retrieve copies of data that are presened for a specific period of time
§ Archive Retrieve
9 Creates an archive copy in Retrieves an archive copy from
long-term storage. long-term storage.

When you have successfully completed the steps above, you have configured the DR Series system for Tivoli
Storage Manager. The next time the client is scheduled to back up it will back up to the DR Series system(s).

See Appendix B for additional best practices.
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Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering
disk space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time
on a daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled
time.

If necessary, you can perform the procedure shown in the following example screenshot to force the
cleaner to run. After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The
DR Series system cleaner should run at least 40 hours per week when backups are not taking place, and
generally after a backup job has completed.

ML DR4100 Help | Log out
EdwinZ-SW-01 =

Cleaner Schedule Schedule Cleaner

System time zone: US/Pacific, Fri Jul 5 05:00:41 2013

Mote: When no schedule is set, the cleaner will run as needed.

Container

B Stons Replication Day S =
Containers sun - -
Replication Mon - -
Compression Level Tue - -
Clients Wed - -

B Schedules Thu - —
Replication Schedule Fri - —

B - System Configuration
Meiworking
Active Directory
Local Workgroup Users
Email Alerts
Admin Contact Info
Password
Email Relay Host
Date and Time

B Support
Diagnostics
Software Upgrade
License

Copyright ® 2011 - 2013 Dell Inc. All rights reserved.

Setting up the Dell DR Series System with IBM Tivoli Storage Manager



Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the
DR Series system dashboard. This information is valuable in understanding the benefits of the DR Series

system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase.
Backup jobs with a 12-week retention will average a 15x ratio, in most cases.

DR4100
EdwinZ-5W-01

DeLL

= Dashboard

Monitor Dedupe,
Compression &

Dashboard

Performance
u Syslem State aptimal

u HW State: goimal

Capacity Storage Savings
Toom: 1h 19 B4 1m Ay % Toom: Th 19 :
Sawings (%) MiBrs
wsbem ConTigurabon
Heteenriang 0 430 480 45 04 WL
Tieme (miniles Time (minules
- Tt B Read
M Fr
Sysvem Information
Produd Mame DR 100 Tolal Savings T 52 %
System Harms EcwinZ-5-01 Total Mumiber of Files in All Contansns 107
Software Varsion 2101650 Humber of Contaifers 2
Current DabeTirme Fri Jul & 05:04:20 2013 Humoaer of Containers Replicaten i
Curani Tiene Zone ISP 3oific Acthos Bytes 1.2 Gil
Claaner Stabus il
COpyTight @ 2011 - 2013 Dell Ing. &)1 rights reserded
J
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A Configuring CIFS authentication

This appendix describes the steps for sync-ing CIFS authentication between the Tivoli Storage Manager
service account and the DR Series system.

There are two methods for allowing the Tivoli Storage Manager service account to authenticate to a DR
Series system.

e Integrate the Tivoli Storage Manager Media Server and DR Series system with Active Directory.
0 Ensure the AD user has appropriate ACLs to the DR4X00 Container
0 Setthe TSM Server service to run with <Domain\User>
e Sync local usernames and passwords between the DR Series system and the Tivoli Storage
Manager media server. To set the password for the local CIFS administrator on the DR Series
system, log on to the DR Series system using SSH.
0 Logon with the credentials: administrator/StOr@ge!
0 Run the following command: authenticate --set --user administrator

adminis
Enter new

Fe—-enter new ps ord for CIF3 user administrator:

rord.

Note: The CIFS administrator is a different account than the administrator used to administer the DR
Series system.

When an authentication method has been selected, set the Tivoli Storage Manager service account to use
that account.

1. Launch the Microsoft Services Snap-in. (Start > Run > Services.msc > Enter).
2. Locate the TSM Server Service (Right-click > Properties > Logon tab.)
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TSM Serverl Properties (Local Computer)
"General LogOn | Flecoveryl Dependenciesl

Log on as:

" Local System account

™| &llays service b interact with desktop

I\Administlator I Browse..

Password:

Confirm password: LTI T

Help me configure user account log on options.

0] I Cancel | Spply |

Note: If you are using local sync’ed accounts instead of an Active Directory account, make sure that
there is a ".\"in front of the user name.

3. Click OK.
4. Right-click the TSM Service process, and click Stop/Start to restart the process.
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Best practices/considerations

Deduplication

The DR Series system has inline deduplication built-in and does not require any additional deduplication to
be done ahead of data being written to the DR Series system. The system will remove any redundancies in
the data before the data is stored on disk.

Enabling deduplication before the data stream is sent to the DR Series system will cause the data to be
obfuscated, not allowing the system to achieve optimal dedupe savings. It is highly recommended that
deduplication is not done before the data stream is sent to the DR Series system.

Compression

The DR Series system has compression built-in and does not require any additional compression to be
done ahead of data being written to the DR Series system. The system will remove any redundancies in the
data before being stored on disk.

Enabling compression before the data stream is sent to the DR Series system will cause the data to be
obfuscated, not allowing the system to achieve optimal savings. It is highly recommended that
compression is not done before the data stream is sent to the DR Series system.

Encryption

The DR Series system supports encryption-at-rest; hence there is no need to enable encryption for the
data management application.

Enabling encryption before the data stream is sent to the DR Series system will cause the data to be
obfuscated, not allowing the DR series devices to achieve optimal savings. It is highly recommended that
encryption is not done before the data stream is sent to the DR Series system. It supports encryption on
the wire for transferring data to remote sites using replication.

Space reclamation

For optimal performance, DR Series system and Tivoli Storage Manager backup and space reclamations
jobs should be scheduled to happen at different times.
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